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Abstract: 

Multi-task learning [1], a paradigm in which machine learning models are trained to perform 
multiple tasks simultaneously, has been shown empirically to improve model generalization 
performance on predictive tasks in many domains [2]. However, rigorous theoretical 
understanding of the benefits of multitask learning for neural networks is still largely lacking. Our 
recent work focuses on a particular instance of multi-task learning: single-layer, finite-width ReLU 
neural networks with multiple outputs, each of which is trained to fit a different set of labels for 
the same dataset. We view the first set of labels as the “true” labels (obtained from some real-
world dataset), and the remaining sets of labels as artificial auxiliary labels which can be 
numerically generated according to specification.  We show that, when the data is univariate and 
the auxiliary labels meet mild geometric assumptions, training such a network to interpolate the 
data points with minimal vector-valued variation (VV) norm [3] will result in the first network 
output—which fits the “true” dataset—learning the connect-the-dots interpolant of the dataset. We 
also demonstrate experimentally that for multivariate data, training using the same procedure with 
Gaussian auxiliary labels leads the first output to learn functions which are on average smoother 
(in that they have a smaller average gradient norm) than those obtained using traditional weight 
decay regularization on the first output alone. This analysis of multi-task learning in the relatively 
simple case of single-layer neural networks and low-dimensional data may lend insight into the 
theoretical guarantees provided by multi-task learning, and how this paradigm compares to other 
neural network regularization strategies such as weight decay. 
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